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ABSTRACT 
Many organizations have published principles intended to 
guide the ethical development and deployment of AI systems; 
however, their abstract nature makes them difficult to oper-
ationalize. Some organizations have therefore produced AI 
ethics checklists, as well as checklists for more specific con-
cepts, such as fairness, as applied to AI systems. But unless 
checklists are grounded in practitioners’ needs, they may be 
misused. To understand the role of checklists in AI ethics, we 
conducted an iterative co-design process with 48 practitioners, 
focusing on fairness. We co-designed an AI fairness checklist 
and identified desiderata and concerns for AI fairness check-
lists in general. We found that AI fairness checklists could 
provide organizational infrastructure for formalizing ad-hoc 
processes and empowering individual advocates. We discuss 
aspects of organizational culture that may impact the efficacy 
of such checklists, and highlight future research directions. 
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CCS Concepts 
•Human-centered computing → Collaborative and social 
computing; •Social and professional topics → Codes of 
ethics; •Computing methodologies → Machine learning; 

INTRODUCTION 
Artificial intelligence (AI) systems are increasingly ubiqui-
tous, embedded in products and services throughout education, 
healthcare, finance, and beyond (e.g., [32, 69, 74]). Although 
these systems have enormous potential for good, they can 
also amplify and reify existing societal biases, such as hiring 
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systems that are more likely to recommend applicants from 
certain demographic groups [4] or risk assessment systems 
that solidify and exacerbate patterns of racism and classism in 
criminal justice [6]. To mitigate such harms, many public- and 
private-sector organizations have published high-level princi-
ples intended to guide the ethical development and deployment 
of AI systems (e.g., [7, 35, 49, 56, 73]). Both concurrently and 
in response to these principles, researchers have created math-
ematical methods and software toolkits for developing fairer 
[8, 75, 76], more interpretable [72], and privacy-preserving AI 
systems [45]. Yet, amidst this activity, recent qualitative re-
search has uncovered disconnects between the current focus of 
the AI ethics community and the needs of practitioners in both 
the public [85] and private sectors [52], contributing to broader 
debate around the efficacy of current approaches to AI ethics. 

In particular, the abstract nature of AI ethics principles makes 
them difficult for practitioners to operationalize [68]. Some 
organizations have attempted to alleviate this difficulty by pro-
ducing AI ethics checklists, as well as checklists for more spe-
cific concepts, such as fairness, as applied to AI systems (e.g., 
[18, 21, 27, 33, 49, 53, 60, 83, 84]). The hope is that such check-
lists will be an effective mechanism for ensuring that practi-
tioners make ethical decisions as they navigate the AI devel-
opment and deployment lifecycle. However, the history of 
checklists provides a cautionary tale. When checklists have 
been introduced in other domains, such as structural engineer-
ing, aviation, and medicine, without involving practitioners 
in their design or implementation, they have been misused or 
even ignored. For example, commercial airline pilots misused 
pre-flight checklists, resulting in catastrophe [23, 24], while 
surgeons initially refused to use surgical checklists [37, 47]. 

To understand the role of checklists in AI ethics, and specifi-
cally their role in developing and deploying fairer AI systems, 
we conducted an iterative co-design process with 48 practition-
ers from 12 technology companies, working on 37 separate 
products, services, or consulting engagements. Through a 
series of semi-structured interviews and co-design workshops, 
we co-designed an AI fairness checklist and identified 
desiderata and concerns for AI fairness checklists in general. 
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We found that AI fairness efforts are often the result of ad-hoc 
processes, driven by passionate individual advocates. Organi-
zational culture can inhibit the efficacy of these efforts. Practi-
tioners believe that checklists could provide organizational in-
frastructure for formalizing ad-hoc processes and empowering 
individual advocates, but only if they are aligned with teams’ 
existing workflows and supported by organizational culture. 
To facilitate this, we contribute desiderata and concerns for AI 
fairness checklists, as well as an example AI fairness checklist 
for practitioners to customize for their specific circumstances. 

RELATED WORK 

AI Ethics Principles and Software Toolkits 
In recent years, a variety of public- and private-sector organi-
zations have published principles, tenets, or value statements 
intended to guide the ethical development and deployment of 
AI systems. High-profile examples include those of the Part-
nership on AI [35], the European Union’s High-Level Expert 
Group [49], and the Organisation for Economic Co-operation 
and Development [73]. Jobin et al. surveyed 84 distinct sets of 
AI ethics principles, finding that they have largely converged 
around a handful of more specific concepts, including fair-
ness, accountability, transparency, and privacy, as applied to 
AI systems [56]. More broadly, these AI ethics principles 
can be situated within the history of professional and business 
ethics [1] and viewed as a way of shaping the “moral back-
ground” of AI [2, 88] and of computer science in general [80]. 

Despite their popularity, the abstract nature of AI ethics prin-
ciples makes them difficult for practitioners to operational-
ize. Moreover, differing assumptions or interpretations can 
yield conflicting operationalizations—a challenge that can be 
masked when principles are left at a high level [68]. As a result, 
and in spite of even the best intentions, AI ethics principles 
can fail to achieve their intended goal if they are not accompa-
nied by other mechanisms for ensuring that practitioners make 
ethical decisions. As Loukides et al. argue, simply having a 
set of principles (or even taking an oath) does not mean that 
those principles will be upheld in the countless decisions, both 
large and small, made by practitioners on a daily basis [60]. 

Researchers have accompanied the proliferation of AI 
ethics principles by creating mathematical methods and 
software toolkits for developing fairer [8, 75, 76], more inter-
pretable [72], and privacy-preserving AI systems [45]. These 
methods and toolkits often rely on simplified, quantitative 
definitions of complex, nuanced concepts. For example, in 
the case of fairness, many researchers have focused primarily 
on mitigating performance disparities between racial, gender, 
or age groups (e.g., [3, 10, 20, 29, 71]). However, recent 
qualitative research focused on the needs of practitioners in the 
public and private sectors has uncovered significant challenges 
to using these methods and toolkits when developing and 
deploying AI systems in the real world. Veale et al. [85] 
found that the assumptions and interpretations of public-sector 
practitioners were often incompatible with quantitative 
definitions of fairness proposed by researchers. Similarly, 
Holstein et al. [52] found that private-sector practitioners 
felt that fairness was difficult to operationalize for many 
real-world AI systems, including chatbots, search engines, 

and automated writing evaluation systems, and could not be 
expressed in terms of performance disparities between groups. 

Ethics is a fundamentally sociocultural concept, even 
when it relates to technical systems [12], meaning that AI 
ethics necessarily involves both sociocultural and technical 
factors. Pursuing purely technical solutions to AI ethics 
issues therefore runs the risk of committing what some 
researchers have referred to as a category error [77], endemic 
in the “technosolutionism” of computer science [66]. Such 
narrowly focused solutions also run the risk of participating, 
consciously or not, in “ethics washing:” a rhetorical com-
mitment to addressing AI ethics issues that is unsupported 
by concrete actions [11]. Moreover, the ethical development 
and deployment of AI systems typically involves decisions 
that no individual practitioner can make on their own. As 
Stark and Hoffmann observed, AI ethics principles can place 
practitioners in a challenging moral bind by establishing 
ethical responsibilities to different stakeholders without 
offering any guidance on how to navigate tradeoffs when these 
stakeholders’ needs or expectations conflict [80]. In HCI, 
other researchers have highlighted the role of processes and 
artifacts in mediating between organizations’ ethics principles 
and UX practitioners’ decisions [43]. Consistent with the 
literature on designing systems with human values in mind 
(e.g., [30, 34, 38, 39, 43, 78, 79]), these findings underscore the 
need for thorough, empirically grounded research on how AI 
ethics principles can be effectively operationalized by practi-
tioners throughout the development and deployment lifecycle. 

AI Ethics Checklists: From Principles to Practice 
To help practitioners operationalize AI ethics principles, some 
organizations have produced AI ethics checklists, as well 
as checklists for more specific concepts, such as fairness, as 
applied to AI systems (e.g., [18, 21, 27, 33, 49, 53, 60, 83, 84]). 
Some of these checklists, such as the UK Department of Dig-
ital, Culture, Media and Sport’s “Data Ethics Workbook” [83], 
were designed by public-sector organizations, while others, 
such as DrivenData’s “Deon” ethics checklist [27], were 
created by private-sector technology companies; others 
still, such as the Johns Hopkins Center for Government 
Excellence’s “Ethics and Algorithms Toolkit” [33], were 
the result of public–private partnerships. One high-profile 
example, created by Loukides et al. [60], drew high-level 
inspiration from Gawande’s work on medical checklists [40]. 

These checklists appear to have been designed with an empha-
sis on breadth of applicability, so as to account for the range of 
contexts in which they might be implemented. Some appear 
to be targeted toward private-sector data scientists or AI en-
gineers [27, 53], others toward public-sector practitioners [33, 
83], while others appear to be agnostic about the intended audi-
ence [18,49,84]. Some checklists were designed for particular 
teams or organizations, and are therefore much more specific, 
such as Cramer et al.’s checklist for algorithmic bias in recom-
mended content on the Spotify music streaming platform [21]. 
However, with the exception of Cramer et al.’s checklist, few 
appear to have been designed with active participation from 
practitioners. Different checklists are structured in different 
ways, with some structured by principle [53,60,83] and others 
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structured by stage of the AI development and deployment 
lifecycle [18, 27]. Although those structured by stage of the 
lifecycle may be more easily implemented by practitioners, 
many have obvious gaps in coverage. For example, the UK De-
partment of Digital, Culture, Media and Sport’s “Data Ethics 
Workbook” [83] focuses solely on data collection and analysis. 

Most checklists pose items as binary “yes or no” questions, 
such as “Do you currently have a process to classify and as-
sess potential risks associated with use of your product or 
service?” [53], thereby framing complex decisions with many 
competing factors as a deceptively simple compliance process. 
Many of these checklists appear to assume that AI ethics issues 
can be addressed via purely technical solutions, implemented 
by individual practitioners [44, 77]. This framing may be a 
consequence of the role of checklists in software development 
more broadly, where they are used to standardize known pro-
cedures for code review [15] or to serve as memory aids in 
guiding software security inspections [28, 31, 42]. However, 
AI ethics involves both sociocultural and technical factors, and 
concepts like fairness are often essentially contested [54]. As 
a result, there may not be a set of simple, agreed-upon, and 
known-in-advance technical actions that can be distilled into 
“yes or no” questions to be implemented by individual practi-
tioners. Additionally, practitioners are often beholden to orga-
nizational constraints [65], as Gray et al. found when studying 
UX practitioners [43]. Therefore, the most beneficial outcome 
of implementing an AI ethics checklist may be to prompt dis-
cussion and reflection that might otherwise not take place [78]. 

Sociocultural Factors and Checklist Efficacy 
In many domains, checklists are used to support task comple-
tion, guide decision making, and prompt critical conversations. 
In aviation and medicine, checklists often serve as memory 
aids [16, 47]. In structural engineering, however, checklists 
are used to ensure that stakeholders have met and discussed 
potential risks [36], many of which may not be known in ad-
vance. (Checklists have also been used as a way of promoting 
communication in the operating room [59].) Using checklists 
to prompt critical conversations is akin to treating them as 
“value levers”—i.e., artifacts or processes that pry open dis-
cussion about ethics [78]. As a result, the role of checklists in 
structural engineering may serve as a more apt inspiration for 
the role of checklists in AI ethics, where potential risks can be 
diffuse, concepts are often essentially contested, and it is not 
possible to guarantee that risks can be mitigated via simple 
technical actions. That said, there is little research on the 
design, implementation, and efficacy of structural engineering 
checklists, perhaps due to the long time spans involved or the 
absence of repeatable procedures, such as those inherent to 
aviation and medicine [36]. Indeed, research on structural 
engineering checklists typically limited to simulations [55]. 

In domains such as aviation and medicine, where checklists 
have been studied extensively, researchers have shown that 
simply having a checklist is not sufficient to influence practi-
tioners’ decisions, even for relatively simple tasks [16, 24, 87]. 
Although checklists were already widespread in aviation, a 
series of high-profile commercial airline crashes in the 1980s 
due to checklist misuse prompted a dedicated human-factors 

research program to understand barriers to their effective 
implementation [23]. Researchers found that the checklists 
themselves were only the “outer shell” of the problem: 
organizational processes and culture facilitated or hindered 
their implementation, and hence their efficacy [16, 23, 24]. 
For example, the checklists were often designed by airplane 
manufacturers, and when handed over to airline fleet or 
operations managers, were seldom customized for the 
particular organizational processes and culture of the 
airline [23]. Pilots and co-pilots would skip items or bundle 
items together when they felt that these items were redundant 
with other checks, thereby missing critical actions [23, 24]. 
The researchers proposed a set of human-centered design 
guidelines: establish compatibility of the checklist with 
organizational processes and culture; ensure consistency of 
the checklist (both internal consistency, as well as external 
consistency with other required processes and resources); 
develop implementation protocols (e.g., the co-pilot reads 
each item and the pilot confirms that it has been completed); 
and allow for customization after implementation [16, 24]. 

Despite initial success stories involving medical checklists 
[47, 48, 59], many studies (e.g., [13, 17, 57, 82, 87]) have high-
lighted the impact that sociocultural factors, including orga-
nizational processes and culture, practitioner motivation, and 
workflow alignment, have on the efficacy of medical checklists. 
For example, Borchard et al. found that aligning checklists 
to roles and creating opportunities for practitioner empower-
ment during checklist implementation were critical factors 
in the success of surgical checklists [13]. Weiser and Berry 
observed that identifying incentives for checklist use and map-
ping checklists to existing organization processes were also 
critical factors [86]. Like structural engineering checklists, 
they argued that the most beneficial outcomes of implement-
ing a medical checklist may be to prompt discussion of key 
concerns and to empower practitioners who might otherwise 
not feel able to contribute to critical conversations [59, 86]. 

To address these challenges, some researchers have started co-
designing medical checklists [14,58], drawing on participatory 
methods widely used in HCI (e.g., [51,61,91]). Borchard et al. 
found that checklist use and efficacy increased when stakehold-
ers were involved in checklist design and implementation [13]. 
Kuo et al. co-designed a diagnostic checklist for intradialytic 
hypertension through a series of interviews and focus groups 
with nurses, clinicians, patients, and other stakeholders [58]. 
They elicited input on the checklist items, including ten-
sions in the concepts covered, and identified workflow 
alignment. We build on this line of research, extending it 
to AI ethics, by co-designing an AI fairness checklist via a 
series of semi-structured interviews and co-design workshops. 

METHODS 
As discussed above, many organizations have published AI 
ethics principles; however, their abstract nature makes them 
difficult to operationalize. Some organizations have therefore 
produced AI ethics checklists, as well as checklists for more 
specific concepts, such as fairness, as applied to AI systems. 
Few of these checklists appear to have been designed with ac-
tive participation from practitioners. Yet when checklists have 
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been introduced in other domains without involving practition-
ers in their design and implementation, they have been misused 
or even ignored. To understand the role of checklists in AI 
ethics, and specifically their role in developing and deploying 
fairer AI systems, we ask the following research questions: 

RQ1: What are practitioners’ current processes for identifying 
and mitigating AI fairness issues? 

RQ2: What are practitioners’ desiderata and concerns regard-
ing AI fairness checklists? 

RQ3: How do practitioners envision AI fairness checklists 
might be implemented within their organizations? 

To answer these research questions, we conducted an iterative 
co-design process with 48 practitioners working on a variety 
of AI systems. We drew inspiration from Kuo et al.’s checklist 
co-design process [58], as well as other co-design processes, 
such as those used to design technologies in education [51, 
61], public transit [92], and housing [91], other domains [93]. 

Data Collection 
Semi-Structured Interviews 
Our co-design process began with a series of 14 exploratory 
need-finding interviews, using semi-structured interview 
methods, to understand 1) how practitioners currently identify 
and mitigate AI fairness issues during their development and 
deployment lifecycle, and 2) what practitioners want and don’t 
want from AI fairness checklists. Participants were shown an 
example surgical checklist [48], but were not shown an exam-
ple AI fairness checklist. Each interview was 60–90 minutes 
long and was conducted via videochat. Audio was recorded 
and transcribed by a third-party service, in accordance with 
our institution’s IRB; all references to specific organizations, 
products, services, or individuals were anonymized. We 
provide our interview protocol in the supplementary material. 

Checklist Design 
Concurrent to these interviews, two of the authors and other 
stakeholders in our institution designed an initial AI fairness 
checklist based on existing checklists and previous research, 
as in other checklist co-design processes (e.g., [14, 21, 58]). 
This initial checklist included items to consider at six different 
stages of the AI development and deployment lifecycle, from 
envisioning and defining the system to prototyping, building, 
launching, and evolving it. Each stage contained between six 
and fourteen items, such as “Envision system purpose and 
scrutinize for potential fairness issues,” “Define and scrutinize 
datasets for potential fairness issues,” “Define fairness criteria,” 
and “Assess fairness criteria.” The checklist was designed to 
guide practitioners through identifying and mitigating a variety 
of known AI fairness issues by soliciting input and concerns 
from diverse stakeholders, assessing system components for 
potential fairness-related harms, documenting system compo-
nents, and monitoring fairness criteria, among other actions. 

Co-Design Workshops 
We then conducted two rounds of co-design workshops with 
38 unique participants: 8 workshops, with a total of 19 partici-
pants, during the first round; and 19 workshops, with a total of 
21 participants, during the second round. Each workshop was 

Figure 1. Item-level checklist feedback activity. 

Figure 2. Example checklist implementation scenario storyboard, de-
picting a product manager (PM) customizing a general checklist for their 
team’s circumstances, sharing it with their team, and ensuring its use. 

90 minutes long. We used these workshops to elicit item-level 
feedback on our checklist, including suggestions for item revi-
sions, additions, or removals. During the first round, we also 
used the checklist to elicit checklist implementation scenarios, 
including desiderata for and barriers to effective implemen-
tation, and then used these scenarios to generate storyboards 
with which to probe participants during the second round [22]. 

During the first round of workshops, we presented participants 
with all checklist items, and asked each participant to 1) place 
post-it notes next to items with suggestions for item revisions, 
additions, or removals, and 2) place colored dots on items that 
would be particularly easy or difficult for them (or their team 
or organization) to undertake. We provide an image of this 
activity in Figure 1. Each column represents a different stage 
of development and deployment lifecycle; in each column, we 
placed descriptions of the checklist items for that stage. We 
used the post-it notes and colored dots to prompt discussion 
around the checklist items, including items that participants 
felt would be particularly important or particularly difficult, as 
well as larger structural barriers to implementation. Following 
the first round, we returned to our initial checklist and revised 
it to reflect the participants’ feedback. We also generated 
storyboards illustrating positive and negative checklist imple-
mentation scenarios based on the participants’ comments. 

During the second round of workshops, we again conducted 
the item-level feedback activity, this time using the revised 
checklist. We then showed participants the checklist imple-
mentation scenario storyboards, using them as probes in a 
storyboard “speed-dating” activity to rapidly elicit feedback 
on different scenarios [22]. During this activity, we also 
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Participant Roles Participant IDs 

Product or Program Manager 4, 5, 7, 8, 15, 17, 
23, 26, 28, 31, 32, 
36, 42, 44, 47 

Data Scientist or AI/ML Engineer 9, 11, 14, 19, 29, 
34, 38, 39, 40, 41, 
43, 45, 48 

Designer or Design Researcher 18, 20, 21, 27, 46 
Software Engineer 1, 24, 30, 35, 37 
Researcher 10, 16, 22, 33 
Consultant 6, 12, 13 
Content Editor 2, 3, 25 

Table 1. Participants’ roles and IDs 

asked participants to generate new storyboards to illustrate 
their ideal implementation scenarios, as in other co-design 
processes [51]. We provide an example of a checklist 
implementation scenario storyboard in Figure 2. Following 
the second round, we revised our checklist again. Drawing on 
the semi-structured interviews and the co-design workshops, 
we also identified appropriate “pause points” during which 
the checklist items for each stage of the lifecycle might be 
undertaken. The final version of our checklist is provided in 
the supplementary material; we provide an excerpt in Figure 3. 

Participants 
We recruited participants primarily through snowball sam-
pling, by posting a recruiting message on AI/ML mailing lists, 
Twitter, LinkedIn, and other social media platforms, and email-
ing contacts at technology companies. We asked people to 
share our recruiting message with colleagues working on AI 
systems. In total, we recruited 48 practitioners from 12 tech-
nology companies, working on 37 separate products, services, 
or consulting engagements in sectors including advertising, 
education, healthcare, finance, and government services. The 
participants span a range of technology areas, including natu-
ral language processing (10 participants), computer vision (10 
participants), predictive analytics (9 participants), conversa-
tional AI or chatbots (6 participants), and information retrieval 
or search (6 participants). We provide the participants’ roles 
(and IDs) in Table 1. In our post-session survey, 26 participants 
self-identified as men, 20 identified as women, 1 identified as 
non-binary, and 1 preferred not to disclose their gender to us. 

Data Analysis 
To analyze our interview and workshop transcripts, we adopted 
an inductive thematic analysis approach, modified from 
grounded theory for qualitative data analysis [19, 25, 70, 81]. 
Grounded theory is a method for emergent sense-making from 
data, with four stages of analysis: open coding of the raw data, 
generating axial codes that capture a more abstract represen-
tation of the data, organizing the axial codes into a set of cat-
egories, and summarizing the categories into “core categories” 
or themes [81]. Two of the authors coded the transcripts using 
Atlas.ti and discussed emerging themes with the other authors 
throughout the data collection process, collaboratively synthe-
sizing codes as necessary to arrive at theoretical saturation— 
i.e., the point at which the data is fully described by the 

codes [81]. At each stage of our analysis, and before each of 
the two co-design workshop rounds, our choice of interview 
questions and workshop activities was shaped by our emerging 
understanding of the data [25, 81]. In the next three sections, 
we summarize our findings by describing the themes that 
emerged from our semi-structured interviews and co-design 
workshops with respect to each of our three research questions. 

RQ1: PRACTITIONERS’ CURRENT PROCESSES 
We found that AI fairness efforts are often the result of ad-hoc 
processes, driven by passionate individual advocates. Organi-
zational culture can inhibit the efficacy of these efforts by pri-
oritizing a fast-paced development and deployment lifecycle. 

Individual Advocates vs. Organizational Culture 
Many participants stated they understood AI fairness through 
an explicitly normative lens. As one participant explained, 
“For me, personally, I just like doing the right thing. I think 
doing the right thing is the right thing, regardless of whether it 
makes you look bad, or whether the customer’s going to come 
back to you or not.” (P11) Alongside this framing of fairness 
as a personal priority, several participants acknowledged the 
importance of AI fairness to their organization’s reputation. 
As one participant in a consulting organization described it, 

One of the biggest consequences [of not addressing fair-
ness issues] is that we’re not helping our customers. I 
think it’s our responsibility to help our customers build 
trust with their customers. If we don’t have tools and 
platforms and systems that allow them to do that, we’re 
not setting them up for success. (P7) 

Although many participants linked their organization’s reputa-
tion to AI fairness, they frequently said that such efforts are 
largely driven by passionate individual advocates. Participants 
noted the challenge of finding time to adequately address AI 
fairness issues, given the incentives to deliver on product goals. 
As one participant described it, “To be honest, it felt like it 
was mainly up to the individuals in design and development 
discussions to raise awareness around fairness issues.” (P17) 

Individual advocates face both sociocultural barriers to speak-
ing up and structural barriers to having their teams address 
AI fairness issues. Participants reported strong organizational 
incentives for a fast-paced development and deployment life-
cycle, often standing at odds with the practice of pausing to 
consider fairness, similar to tensions found previously in stud-
ies of privacy [46,62,78]. For example, one participant told us, 
“I get paid to go fast. And I go as fast as I can without doing 
harm. We’re not allowed to spend three years developing a 
product. We will die. Our competitors are on a weekly ca-
dence.” (P24) We also heard about conflict at an organizational 
level between the desire to consider AI ethics and the busi-
ness imperatives of product development. “There’s a broader, 
company-wide push-pull of ‘Do I do a good thing or do I do 
the thing that ships the product?’” one participant noted. (P19) 

Given these realities, we found social costs for individuals ad-
vocates who raise concerns about AI fairness issues and who 
are perceived as impeding the pace of work. Individual advo-
cates can face criticism for posing obstacles to the perceived 

https://Atlas.ti
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Figure 3. Excerpt from our AI fairness checklist: the “Envision” stage. 

inexorability of the development and deployment lifecycle. 
As one participant described it, “There’s no checkpoint where 
someone’s supposed to say something, and so you can only 
do it by being this annoying squeaky wheel and, well, I’m 
the annoying squeaky wheel about too many things.” (P19) 
We heard that participants wanted to advocate more strongly 
for AI fairness issues, but were concerned that such advo-
cacy would have adverse impacts on their career advancement. 
One participant described the experience of hearing senior 
employees exhorting junior employees to act ethically, saying, 

Every answer [they] gave for every question on the panel 
was basically, like, “Do the ethical thing and don’t worry 
about the impact on your career.” But that’s an easy 
thing to say for a senior level person. It’s a lot harder for 
the people in the trenches, especially when this room was 
full of junior designers. (P20) 

The disconnect arising from rhetorical support for AI fairness 
efforts coupled with a lack of organizational incentives that 
support such efforts is a central challenge for practitioners. 

Ad-Hoc Processes 
The critical role of individual advocates reflects the fact that 
most AI fairness efforts are the result of ad-hoc processes. As 
one participant noted, “At this moment it is more kind of ad 
hoc. If something happens, the team fixes the problem; maybe 
we’ll fix it proactively, maybe reactively.” (P31) Although 

many participants said that their teams do assess their systems 
for potential fairness-related harms, these assessments often 
occurred “by happenstance” (P19), and not via any kind of 
formal process. As one data scientist told us, “We don’t have 
any processes or tools or anything in place to make sure that 
anything is fair. What happens occasionally is that one of 
us engineers will just spot an issue that looks like a fairness 
issue to us, and then we talk with each other about it, and 
then find some specific solution to it.” (P1) Many participants 
echoed this sentiment, noting that AI fairness issues are often 
identified or mitigated by employees who happen to sit near 
each other or who tend to run into one another in the hallways. 

RQ2: PRACTITIONERS’ DESIDERATA AND CONCERNS 
Participants suggested that AI fairness checklists could provide 
organizational infrastructure for formalizing ad-hoc processes 
and empowering individual advocates. However, to be most 
effective at achieving these goals, checklists must be aligned 
with teams’ existing workflows, supplemented with additional 
resources, and not framed as a simple compliance process. 

Organizational Infrastructure 
Many participants said that a formal process for assessing 
their systems for potential fairness-related harms would help 
prevent issues from falling through the cracks. One participant, 
when shown an example of a surgical checklist [47], noted 
that “it would be really nice to have some sort of a checklist or 
something that can tell us about easy pitfalls to fall through.” 
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(P31) Many participants described anxiety or fear that they 
were missing important aspects of fairness-related harms, but 
did not know how to assess their systems for potential risks. 
As one participant told us, “I think that part of the problem is 
people don’t know what to ask. People want to do the right 
thing, but they don’t know what the right thing is.” (P27) 

In addition to reducing anxiety or fear about failing to identify 
AI fairness issues, we found that participants believe that 
checklists could empower individual advocates to address such 
issues, or at least to raise concerns, without the social costs 
inherent to ad-hoc processes. Several participants analogized a 
checklist to a “big red button” from software security. As one 
participant asked, “How do we enable people to do these things 
without feeling like they will be labeled a troublemaker, or 
they will be the stop-ship person? How do we give everybody 
the ‘big red button’ without making it a problem?” (P20) 

Instantiating actions for identifying and mitigating AI fairness 
issues in a checklist could help organizations to prioritize fair-
ness at an organizational level. Participants described how 
their organizations’ formal development and deployment life-
cycles dictate resource allocation. As one participant said: 

Even in a room of people who all really care, the fact that 
thinking about fairness isn’t part of the process isn’t good, 
because we always have more “important” priorities 
than we have time and resources. We have so much on our 
plates, and the first things to go are the ones that aren’t 
official processes. So it doesn’t matter what good inten-
tions people have. If accounting for fairness is not a core 
part of the feature development process, it’s not going to 
get done to the level of quality as things that are. (P17) 

Participants suggested that having a formal process for AI 
fairness efforts would allow such work to “get done to the 
level of quality” found elsewhere in their development and 
deployment lifecycle. As one participant noted, “this is an 
engineering company. If you establish a process, people will 
optimize for it and good things will happen.” (P36) Again, 
the most beneficial outcome of implementing an AI fairness 
checklist may therefore be as organizational infrastructure for 
aligning expectations and goals around AI fairness throughout 
the development and deployment lifecycle. Participants saw 
the process of implementing a checklist as a way to spur “good 
tension,” prompting critical conversations around AI fairness 
(cf. “value levers” [78]). Indeed, the checklist items that we 
co-designed with participants are intended to prompt these 
kinds of critical conversations. Like structural engineering 
checklists, our checklist was designed to prompt discussion 
and reflection that might otherwise not take place—not to 
remind practitioners to take simple, agreed-upon, technical ac-
tions. For example, one of our checklist item prompts teams to: 

Scrutinize system vision for potential fairness-related 
harms to stakeholder groups, considering: (1) types of 
harm (e.g., allocation, quality of service, stereotyping, 
denigration, over- or under-representation); and (2) trade-
offs between expected benefits and potential harms for 
different stakeholder groups. (Checklist Item 1.1) 

Workflow Alignment 
When we presented participants with checklist items, we found 
that they felt strongly that AI fairness checklists must be 
aligned with teams’ existing workflows. We therefore struc-
tured our checklist by stage of the AI deployment and deploy-
ment lifecycle. In contrast, many existing AI ethics checklists 
are structured by principle. Research on checklists in other do-
mains, such as aviation and medicine, has indicated that identi-
fying appropriate moments during which checklist items might 
be undertaken is critical for increasing checklist use [16,17,24]. 
We asked participants for suggestions of such moments for 
each stage of the lifecycle. These moments, referred to as 
“pause points” in the medical literature [47], differed slightly 
for different participants, but most participants identified mo-
ments for each stage where they were already pausing de-
velopment and deployment and could potentially undertake 
checklist items. We provide examples of these moments in the 
final version of our checklist in the supplementary material. 

Participants felt that some checklist items would be particu-
larly difficult to integrate into their existing workflows, such 
as soliciting input and concerns from diverse stakeholders and 
monitoring fairness criteria after deployment. Although many 
participants agreed that soliciting stakeholder feedback was 
important, the majority believed it would be difficult to do so 
due to a lack of resources or even due to gaps in existing UX 
research methods for explicitly engaging diverse stakeholders 
around AI fairness. To empower teams to drive organizational 
change, we included checklist items prompting them to solicit 
stakeholder feedback at every stage of the development and de-
ployment lifecycle, such as this item from the “Define” stage: 

Solicit input and concerns on system architecture, 
dataset(s), fairness criteria definitions, and potential 
fairness-related harms from diverse perspectives, includ-
ing: (1) Members of stakeholder groups, including demo-
graphic groups; (2) Domain or subject-matter experts; (3) 
Team members and other employees. (Checklist Item 2.4) 

When we asked participants to provided feedback on the check-
list items in the final stage of the lifecycle (“Evolve”), several 
shared that monitoring fairness criteria after deployment would 
be challenging for their teams. Participants working on prod-
ucts or services typically said that their teams have processes 
for monitoring system performance or other criteria (e.g., user 
adoption, revenue, and speed) after deployment, but not for 
monitoring fairness criteria—even in cases where they already 
assess their systems for potential fairness-related harms 
before deployment. Although we included checklist items 
prompting teams to monitor fairness criteria after deployment, 
just as we added items prompting them to solicit stakeholder 
feedback, these findings suggest that future research is needed 
to develop methods and best practices in both of these areas. 

Additional Resources 
Many participants underscored how much they would value 
additional resources to supplement AI fairness checklists and 
help them undertake checklist items more effectively. This 
finding is corroborated by previous work on medical checklists, 
where the World Health Organization supplemented their brief 
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19-item surgical checklist with a larger packet of implemen-
tation guides and information [47]. Participants highlighted 
various items on our AI fairness checklist as places where 
they would find additional resources particularly useful. These 
resources include methods and best practices for aligning fair-
ness criteria with the subjective experiences of users or other 
stakeholders and guides or templates for documenting deci-
sions made during the development and deployment lifecycle. 

For some participants, these reflections promoted analogies to 
other concepts, including security, accessibility, and privacy: 

A lot of the templates that we get for filling out different 
parts of the [privacy review] process will have one or two 
examples in the table. And then the rest of the table is for 
us to fill in. You don’t have to give me all the choices but 
you’ve got give me some framing... ‘Oh, okay—it’s got 
to look like that.’ And then it says, ’Now, think of all the 
things...’ Okay, well, I’m creative. I can think of all of the 
things. (P24) 

Although this participant was speaking broadly about the bene-
fits of templates, they were doing so in reference to a checklist 
item that prompted teams to document dataset characteristics 
and limitations. The participant expressed anxiety, echoed by 
other participants, that documenting AI system components 
is particularly challenging, above and beyond the usual barri-
ers to creating documentation during software development. 
Participants noted that when dealing with streaming, “eyes-
off,” or third-party data, documenting dataset characteristics 
and limitations can be especially difficult. Moreover, despite 
recent work on methods for documenting datasets [9, 41, 50] 
and models [67], similar methods do not yet exist for other 
components or stages of the lifecycle. Therefore, although AI 
fairness checklists could formalize ad-hoc processes, as de-
scribed above, participants felt that they are not sufficient to do 
so alone and must be supplemented with additional resources. 

Beyond Compliance 
Although the majority of our participants reacted positively to 
the idea of using AI fairness checklists, we did hear concerns 
from several participants around the broader context of use. 
The primary concern was that framing AI fairness, which in-
volves complex decisions with many competing factors, as a 
checklist may create the perception that it is possible to guar-
antee fairness by following a simple compliance process. In 
other words, participants saw AI fairness as a sufficiently com-
plex, nuanced concept that a checklist could only be a starting 
point for efforts to engage with it. One participant said, “I’m 
a little bit suspicious of the checklist approach. I actually tend 
to think that when we have highly procedural processes we 
wind up with really procedural understandings of fairness.” 
(P34) Other participants made analogies to software security 
checklists, where “People thought, you know, ‘If I just use this 
security compliance checklist, I could just check things off, 
and then I’m good!’ And they were not good.” (P11) Similarly, 
participants shared that they were concerned that AI fairness 
checklists might incentivize teams to engage in the the wrong 
kinds of behaviors, focusing on minimal, superficial comple-
tion of items instead of engaging in discussion and reflection. 

Prior to engaging with our checklist, some participants were 
concerned that AI fairness checklists might include specific 
fairness criteria or thresholds to meet (our checklist does not). 
As one participant put it, “If any of the checklist items says, 
‘Have you met this number of things?’ it becomes easy to 
game, without making things more fair.” (P4) This anxiety 
around teams “gaming” specific criteria was tied to larger 
concerns regarding aspects of organizational culture that 
might incentivize such gaming. Another participant said, “So 
much of how PMs get rewarded and incentivized puts them 
in a position to look like they’ve done the right thing when 
maybe they’re not doing the right thing.” (P34) Finally, some 
participants were concerned that organizational culture might 
encourage teams to pursue purely technical solutions to issues 
that involve both sociocultural and technical factors. One 
participant told us, “That’s a very non-engineering thing and 
the notion that engineering and technology cannot fix these 
problems is really upsetting to people who have spent their 
entire lives believing they can solve the world’s problem with 
computing.” (P34) Participants did not want AI fairness check-
lists to reinforce a tendency toward technosolutionism [66], 
and saw checklists as useful only within a broader and more 
holistic approach to AI fairness, relying on multiple methods 
and resources. As a result, our checklist items are intended 
to prompt critical conversations, using words like “scruti-
nize” and asking teams to “define fairness criteria” rather 
than including specific fairness criteria or thresholds to meet. 

RQ3: PRACTITIONERS’ IMPLEMENTATION VISIONS 
Participants felt that for AI fairness checklists to be effective, 
they must be supported by organizational culture, customiz-
able by teams, and integrated into organizational goals and pri-
orities, perhaps even as metrics or key performance indicators. 

Support from Organizational Culture 
Although AI fairness checklists could formalize ad-hoc pro-
cesses, as described above, many participants believed that 
such formalization would only happen if leadership changed 
organizational culture to make AI fairness a priority, similar 
to priorities and associated organizational changes made by 
leadership to support security, accessibility, and privacy. One 
participant made the analogy to internationalization, saying: 

It’s a change management problem. So I think I can only 
lean back on a little bit my experience with international-
ization because it was very similar. When I started at our 
company, there was no such thing as an internationaliza-
tion checklist. It was a total cowboy [situation]. People 
wrote code and you would try to translate the code and 
it would break left and right. We were breaking the com-
pany’s software build with international files every day. 
And it took years to actually get that stuff upstream. (P5) 

According to this narrative, the practitioners writing the code 
to adapt to international contexts were driving organizational 
change upstream. This dynamic mirrors most current AI fair-
ness efforts, where passionate individual advocates develop 
ad-hoc processes for their teams in the absence of top-down 
formal processes. However, in contrast to internationaliza-
tion, these ad-hoc processes have not yet propagated upstream. 
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Other participants described clear messaging from leadership 
around AI ethics and support for disseminating best practices: 

A CTO said, “I think you guys need to think about ethics.” 
And that was magic, because now, all of sudden, an 
authority has said, “Do this thing.” But I am not in a 
position to be enforcing this on a thousand-person org. I 
am in a position to write a list of questions you ought to 
ask yourself and publicize them as fast as I can and hope 
that leadership will get people to do that. (P19) 

Participants reported that the introduction of checks for acces-
sibility issues had empowered individual advocates to pause 
development and deployment in order to address issues. “With 
accessibility, we had that checklist of things and it didn’t mat-
ter if it was one person [asking to review it]. It made it very 
clear.” (P36) This clarity minimized social costs for individual 
advocates who raise concerns. However, as this participant 
elaborated, with accessibility, teams had evolved from a state 
where “for a while teams wouldn’t block shipping and now 
they definitely block shipping [if there are issues].” (P36) 

Customization 
Participants described how, during periods of organizational 
change focused on better supporting privacy or accessibility, 
their teams had needed to customize general policies, pro-
cesses, and resources for their specific circumstances. This 
insight is crucial for AI fairness checklists. When we showed 
participants our checklist, they explained how they would 
need to adapt a general checklist, such as ours, to fit their 
team’s particular needs. They also described their teams’ ex-
perience adapting general accessibility and privacy checklists, 
with these efforts typically driven by product managers (PMs): 

Every product team or org or division is going to have 
to operationalize this. And I’ve seen us operationalize 
around privacy and trust over the last five years or so 
because that was the last big thing we had to do. So I 
realize that teams do have to figure a certain amount out 
for themselves. (P24) 

We heard a number of suggestions for how an AI fairness 
checklist might support customization for the specific nuances 
of teams’ products, services, or consulting engagements, as 
well as their workflows. In our storyboarding activity, we 
elicited feedback on different checklist implementation sce-
narios, many of which highlighted customization, as in the 
example depicted in Figure 2. One participant told us, “I think 
you should come up with a general fairness thinking process 
with guidelines for different stages, and then the PMs can 
follow the process and have flexibility to tailor each stage to 
fit what it means for the product/feature they are working on.” 
(P29) Other participants concurred that a team lead, such as 
a PM or equivalent, would need to be responsible for creating 
a “more tailored or customized checklist.” (P30) Beyond the 
specifics of different sectors or technology areas, participants 
described how AI fairness checklists would necessarily need to 
differ for different teams and organizations to reflect their orga-
nizational culture, goals, and priorities. As one participant put 
it, “the need state for fairness is ubiquitous but the right way 

to go about it will probably be product specific and domain 
specific and even organizational structure specific.” (P34) 

Organizational Goals and Priorities 
Many participants described the importance of integrating 
AI fairness checklists into organizational goals and priorities. 
Participants in team lead roles, such as PMs or equivalent, 
described how their teams’ performance was evaluated using 
a set of metrics or key performance indicators (KPIs). To 
justify the importance of considering fairness throughout the 
development and deployment lifecycle, they felt that it was 
critical to connect AI fairness efforts to such metrics or KPIs: 

This is not going to be moving any of the top-line metrics 
that we’ve been used to moving for years, and not every-
one may be bought in yet with the concept of this actually 
providing a benefit. They can see what we’re doing, but 
it’s hard to prove right now that we’re helping users with 
this. (P4) 

This participant described how, without AI fairness efforts 
“moving any of the top-line metrics,” they feel unable to prop-
erly justify the resources needed to address issues, given their 
other priorities during the development and deployment lifecy-
cle. For this participant, there is a rhetorical need for quantifi-
able evidence to justify addressing AI fairness issues. Other 
participants echoed this sentiment, describing the importance 
of metrics and KPIs in negotiating priorities with leadership: 

If I had a conversation with [our VP] and said, ‘[VP], 
would you be willing, every quarter, to see a list of all 
your division PMs, and have green, yellow, red on how 
they do on fairness, AI guidelines for customers, and 
things like that?’ So they can say, ’Why are you red here? 
What’s green here? How can I help you prioritize?’ (P7) 

However, participants took care to note that metrics and KPIs 
should not reinforce a tendency toward technosolutionism. 

DISCUSSION 
Through an iterative co-design process, involving a series 
of semi-structured interviews and co-design workshops, we 
found that practitioners believe that AI fairness checklists 
could provide organizational infrastructure for formalizing 
ad-hoc processes. Participants suggested item-level feedback 
on our AI fairness checklist and voiced desiderata and con-
cerns for AI fairness checklists in general. They highlighted 
that AI fairness checklists must be aligned with teams’ 
existing workflows, supplemented with additional resources, 
not framed as a simple compliance process, supported by 
organizational culture, customizable by teams, and integrated 
into organizational goals and priorities. In this section, we 
discuss future research directions for AI fairness checklists, as 
well as some of the larger themes that arise from our findings. 

Engaging Diverse Stakeholders 
There remain several open questions and research directions 
that must be pursued in order to help teams introduce “good 
tension” [43, 78] into the AI development and deployment 
lifecycle so that they can engage deeply with the complex, 
nuanced concept of fairness, as applied to AI systems. In par-
ticular, we found that there are gaps in existing UX research 
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methods for explicitly engaging diverse stakeholders around 
AI fairness. Although participants described existing methods 
for user testing, current UX research methods provide little 
guidance on how to solicit input and concerns from stake-
holders belonging to different groups, especially when some 
groups have substantially less power or influence than others. 
For example, a UX researcher working on a predictive polic-
ing system might solicit feedback from the police—i.e., the 
intended users of the system—but fail to engage with the com-
munities most likely to be affected by the system’s use. Even 
when participants reported that their teams had involved mem-
bers of affected communities, they felt uncertain about how 
best to incorporate feedback from these communities given 
the power differential and the influence that paying customers 
typically have over decisions made during the development 
and deployment lifecycle. Although HCI researchers have de-
veloped methods for designing systems with human values in 
mind (e.g., [38,39,91,93]), they have not yet become best prac-
tices or even propagated into professional training for UX re-
searchers. Moreover, there are significant challenges to adapt-
ing user-centered methods for AI systems (e.g., [5, 26,89,90]). 

Different Needs 
Reflective of the diversity of our participants’ sectors, tech-
nology areas, and roles, we found that AI fairness checklists 
would need to differ for different teams or organizations to 
reflect their organizational culture, goals, and priorities. For 
example, participants from startups told us that although they 
would find such checklists useful for suggesting questions to 
ask at different stages of the development and deployment 
lifecycle, they had no formal process for any part of software 
development. In contrast, practitioners from large compa-
nies noted that they already had formal processes in place for 
other concepts, including security, accessibility, and privacy. 
We also found that current approaches to AI fairness focus 
primarily on products, and do little to address the needs of 
practitioners working on services or consulting engagements. 
In particular, participants raised questions about identifying 
and mitigating AI fairness issues relating to datasets outside of 
their control and about monitoring deployment contexts or fair-
ness criteria after a system has been handed off to a customer. 

Sociocultural Factors and Checklist Efficacy 
We found that organizational culture typically prioritizes 
“moving fast” and shipping products over pausing to consider 
fairness, similar to tensions found previously in studies of 
privacy [46, 62, 78]. AI fairness checklists could therefore 
introduce “productive restraint” into the development and 
deployment lifecycle, as suggested by Matias in reference to 
tort law fostering innovation [63]. Participants saw the process 
of implementing a checklist as a way to spur “good tension,” 
prompting critical conversations and prying open discussion 
about AI fairness (cf. “values levers” [78]). Mechanisms for 
introducing productive restraint already exist for concepts 
like security, accessibility, and privacy; AI fairness checklists 
could serve a similar role to these mechanisms, as well as 
providing organizational infrastructure for formalizing ad-hoc 
processes, thereby empowering individual advocates and 
minimizing social costs for raising concerns. In medicine, 

when surgical checklists were introduced, nurses felt more 
empowered to raise safety concerns before and during surgery, 
and were more likely to be listened to by surgeons [17, 47, 59]. 

Yet simply having a checklist is not sufficient to influence 
practitioners’ decisions [43, 64, 66]. Despite acknowledging 
the importance of AI fairness to their organization’s reputation, 
participants reported strong organizational incentives for a 
fast-paced development and deployment lifecycle. Moreover, 
framing AI fairness as a checklist may create the impression 
that it is possible to guarantee fairness by following a simple 
compliance process, incentivizing teams to engage in the 
wrong kind of behaviors or reinforcing a tendency toward 
technosolutionism. AI fairness checklists should therefore be 
supported by organizational culture and designed to prompt 
discussion and reflection that might otherwise not take place. 

Limitations 
This work is a first step toward understanding the role of 
checklists in AI ethics, and specifically their role in developing 
and deploying fairer AI systems. As an initial effort, our 
data is necessarily limited in both scope and coverage; we 
recommend that future work consider practitioners in other 
sectors, technology areas, and roles. We also recommend that 
future work consider checklists for other concepts reflected in 
AI ethics principles, such as accountability and transparency. 
Moving forward, we plan to evaluate the AI fairness checklist 
that we co-designed with participants by conducting pilot 
studies with teams, with the goal of eliciting further feedback, 
both on the checklist itself and on implementation scenarios. 

CONCLUSION 
Despite a recent proliferation of AI ethics principles, their 
abstract nature makes them difficult for practitioners to oper-
ationalize. Some organizations have therefore produced AI 
ethics checklists, as well as checklists for more specific con-
cepts, such as fairness, as applied to AI systems. However, few 
appear to be designed with active participation from practi-
tioners. We therefore conducted an iterative co-design process 
with 48 practitioners, in which we co-designed an AI fairness 
checklist and identified desiderata and concerns for AI fairness 
checklists in general. We found that practitioners believe that 
AI fairness checklists could provide organizational infrastruc-
ture for formalizing ad-hoc processes and empowering individ-
ual advocates. However, to be most effective at achieving these 
goals, they must be aligned with teams’ existing workflows 
and supported by organizational culture. We identified several 
open questions and research directions that must be pursued in 
order to help teams engage deeply with the complex, nuanced 
concept of AI fairness, as applied to AI systems. Finally, we 
hope that this work inspires future efforts to co-design guided 
support for practitioners working to address AI ethics issues. 
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